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ABSTRACT
Collective Thomson scattering (TS) is a powerful technique to accurately diagnose the parameters of laser-produced plasmas. However, when
the scattering parameter α, which is inverse to the product of electron Debye length and wavenumber of plasma fluctuations, is significantly
larger than 1, which of the conditions is easily satisfied in the experiment, the accuracy of electron density measurement is usually poor
just with the single-wavenumber ion-acoustic wave feature of the TS spectrum. This situation can be greatly improved in the imaging TS
experiment because the signal intensity is proportional to electron density. A novel algorithm is developed and validated for the data analysis
of imaging TS through the combination of signal intensity and spectral profile. The results show that we can obtain the electron density with
high confidence, as well as other plasma parameters like electron and ion temperatures.

© 2024 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0191058

I. INTRODUCTION

Collective Thomson scattering (TS) is one of the most pow-
erful diagnostics of under-dense plasmas in the field of high-
energy-density physics.1,2 With various experimental setups, time-
integrated or time-resolved Thomson scattering spectra from dif-
ferent plasma positions are obtained, and plasma parameters are
thus inferred.3–9 In the early experiments, the states of laser-
produced plasmas at different spatial positions are usually mea-
sured shot-by-shot. In order to minimize the uncertainties due to
shot-to-shot fluctuations, the imaging Thomson scattering (iTS)
technique is developed,10,11 which is able to offer a space-resolved
diagnosis of plasma parameters along the probe beam in a sin-
gle laser shot. At present, iTS is widely used and has become a
significant research method for numerous physical issues such as
heat transportation,10,12–14 plasma shocks,15,16 ion species fraction,17

self-generated magnetic field,18 collisional absorption,19 etc.
In collective Thomson scattering diagnostics, plasma states

are mainly inferred via fitting the spectra with theoretical ones.

When the scattering parameter, i.e., the reciprocal of the product of
wave number and electron Debye length, is significantly larger than
one, the ion-acoustic wave (IAW) feature of the spectrum weakly
depends on electron density, leading to a large fitting uncertainty
of electron density.20 In order to enhance the measurement accu-
racy of electron density, one way is to detect the electron plasma
wave feature of collective Thomson scattering. Unfortunately, for
the coronal plasma in laser fusion, the scattered intensity of the elec-
tron plasma wave feature is two or three orders lower than that
of the ion-acoustic feature1 and, therefore, is easily corrupted with
noises and stray signals. Hence, it is common practice to focus solely
on the measurement of ion-acoustic features in many cases. Several
methods are developed to improve measurement accuracy, such as
absolute calibration by Rayleigh scattering,12 dual-wavelength TS,21

and dual-angle TS.20,22

Since iTS offers the dependence of signal intensity as well as
spectral profile on spatial position along the probe beam and the
signal intensity is proportional to electron density, it is natural to
expect that electron density could be accurately inferred from the
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iTS spectrum even if only ion-acoustic wave features are detected. In
this article, we develop an algorithm to improve the retrieval accu-
racy of plasma parameters from ion-acoustic wave features of iTS by
combining the spectral profile and intensity distribution. To our best
knowledge, this is the first algorithm for iTS. In the fitting procedure,
of course, preliminary knowledge of electron density distribution
has to be assumed. It is a fortune that, in many cases, the electron
density distribution is roughly known. For example, when a solid
plate target is irradiated with a laser pulse, the spatial distributions
of electron density along the target normal can be approximately
described with an exponential23 or double-exponential24 function.
With reasonable assumptions on the electron density distribution
and the aid of radiation hydro simulation, we show that the fit-
ting uncertainties of plasma parameters can be greatly improved
with the newly developed algorithm, even in the region of scattering
parameters significantly larger than one.

II. ALGORITHM AND VALIDATION
A. Algorithm

The Thomson scattered power spectrum from high-
temperature plasmas is given by1,25

Ps(k, ω)dΩdωs =
Pir2

0

2πA
(1 + 2ω

ωi
)∣ŝ × (ŝ × Êi0)∣2NS(k, ω)dΩdωs,

(1)
in which Ps and Pi are the scattered and incident power, respec-
tively, r0 is the classical electron radius, A is the cross-section area
of the incident probe beam, ω = ωs − ωi is the frequency shift of the
scattering wave, k = ks − ki is the differential wave vector, ŝ is the
direction of scattered light, Êi0 is the polarization vector of the inci-
dent light, N is the electron number in the scattering volume, and dΩ
is the solid angle of the collector. When considering the IAW com-
ponent only, the relativistic correction term 2ω/ωi in Eq. (1) could be
neglected.

The profile of the scattered spectrum is dominated by the
dynamic form factor S(k, ω), which is the spectral intensity of the
electron density auto-correlation function. In this article, the fol-
lowing formula is chosen for the dynamic form factor for the sake
of simplicity:1

S(k, ω) = 1√
2πkve

∣1 − χe(k, ω)
ϵ(k, ω) ∣

2

exp(− ω2

2k2v2
e
)

+ Z√
2πkvi

∣χe(k, ω)
ϵ(k, ω) ∣

2

exp(− ω2

2k2v2
i
). (2)

Here, a collisionless plasma in quasi-equilibrium is assumed,
ϵ = 1 + χe + χi is the plasma permittivity, χe,i are the electron/ion sus-
ceptibilities, ve,i are the electron/ion thermal speeds, and Z is the ion
charge state, which is equal to the nuclear charge for a fully ion-
ized plasma. In this simplified model, the IAW part is determined
by electron density ne, electron temperature Te, and ion tempera-
ture Ti. Plasma flow and related drift between electrons and ions can
be included in Eq. (2) by adding Doppler shifts.

In an iTS experiment, the information obtained has two dimen-
sions, one is frequency and the other is spatial position. For
an experiment with a scattering angle of 90○ (seen in Fig. 1),

FIG. 1. (a) The configuration of Thomson scattering in simulation and (b) the
scattering vector.

which means the differential wave vector k is a constant, the scat-
tered power could be written as a function of frequency ωs and
coordinate z,

Ps(ωs, z)dΩdωs =
Pir2

0

2πA
Vne(z)Si(ωs, z)dΩdωs, (3)

where V is the scattering volume, and Si is the IAW part of the
dynamic form factor. The scattered signal recorded by the detector
is somewhat affected by the diagnostic system and can be described
with the following equation:

I(ωs, z) = κ(z)R(ωs, z)[Ps(ωs, z) ∗ Fω(ωs) ∗ Fz(z)], (4)

where κ is the absorption attenuation caused by the light passing
through the plasma, R is the transmitting efficiency of the imag-
ing system, and Fω and Fz are the point-spread functions along the
two dimensions. The content in the square bracket means that the
signal received by the detector is the convolution of the scattered
light and the point-spread functions. Since the spectral width of the
IAW feature is narrow (around 1 nm) and the area to diagnose is
small (within 2 mm), R(ωs, z) is nearly constant and is unimportant
to our method because it does not affect the shape of the spectra.
Fω and Fz can be determined by calibration. We assume that the
absorption is fully due to the inverse bremsstrahlung absorption
of the plasma,26

κib =
16πZn2

e e6 ln Λ
3cν2(2πmeTe)3/2(1 − ne/nc)1/2 , (5)

where ln Λ is the Coulomb logarithm, e is the electron charge, me is
the electron mass, ν is the frequency of the incident light, and nc is
the critical density corresponding to the probe. The intensity of the
incident light decreases as κ = e− ∫ κibdℓ, where ℓ represents the path
of light from the outermost point to the z point.

The spectral information, i.e., the information along the fre-
quency dimension, is usually used to diagnose the plasma para-
meters in the previous research. Benefiting from the imaging
method, the spatial distribution of the scattered intensity can also
become a diagnostic basis. Integrating Eq. (4) over ωs, we have

I(z) = Pir2
0

2πA
κ(z)R(z){[ne(z)Si(z)] ∗ Fz(z)}. (6)
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FIG. 2. (a) Pseudo-color image of spectrum-integral form factor as a function of
scattering parameter α and quotient ZTe/T i for a fully ionized CH plasma. (b)
Integral form factor as a function of electron density when Te = T i = 1 keV. (c)
Integral form factor as a function of electron temperature when ne = 8 × 1020 cm−3

and Te = T i .

Here, Si(z) is the spectrally integrated intensity of the IAW feature,

Si(z) = ∫
ωi+5ωia/2

ωi−5ωia/2
Si(z, ω)dωs, (7)

where ωia is the frequency of the IAW, and Si(z) depends on spa-
tial position through plasma parameters. We deem that the scattered
energy is mainly concentrated within five times of the IAW fre-
quency, as shown in Fig. 3(b). When the experimental system is set
up, only ne and Si can affect the scattering intensity in Eq. (6). The
dependence of Si(z) on plasma parameters is shown in Fig. 2. The
critical density nc is 1.608 × 1022 cm−3 in this example, where the
wavelength of the probe beam is 263 nm. Si is nearly constant when
electron density is higher than 0.05nc at a given temperature, as seen

in Fig. 2(b), but Fig. 2(c) shows that Si is always sensitive to tem-
perature in the range of values we consider. This is the reason why
the fitting uncertainty of electron temperature could be small, but
that of electron density is large. Another thing worth mentioning is
that the nonlinear dependence of Si on ne is helpful to determine the
absolute ne.

In many experiments, the electron density distributions along
the target normal have certain functional forms. After making
reasonable assumptions about the spatial distribution function of
electron density and represent ne(z) by several undetermined argu-
ments, the scattering intensity curve can be fitted. Using the given
electron density distribution, we can first fit the IAW spectra at dif-
ferent spatial points as usual and calculate the deviation between
the fitting and experimental spectra by evaluating the chi-square
value20,27

χ2
1 =

1
NzNp

Nz

∑
i=1

Np

∑
j=1

(sij − xij)2

xij
, (8)

where Nz is the number of spatial points, Np is the number of
pixels of the spectrum at each spatial position, sij is the count
of the recorded spectrum at a given pixel of a recorder like a
charge-coupled device, and xij is the corresponding value calcu-
lated by Eq. (4) using the fitting parameters. Under the current
setting of ne(z), we figure out other parameters, including Te(z)
and Ti(z), that minimize the deviation. We also fit the scat-
tered intensity distribution according to Eq. (6) and compute the
chi-square value,

χ2
2 =

1
Nz

Nz

∑
i=1

(Yi − yi)2

yi
, (9)

where Y i is the spectral-integrated intensity of scattered light at
each spatial position, and yi is the corresponding value calculated
by Eq. (6) with the plasma parameters obtained in the previous step.
χ2

2 is sensitive to ne(z). Since we want to accurately infer electron
density from the spectrally integrated intensity, a function χ2 con-
taining both χ1 and χ2 is needed as a key factor to combine the two
steps (the specific form will be discussed in Sec. II B). Obviously,

FIG. 3. (a) The synthetic spatial-resolved Thomson scattering spectra from ion-acoustic waves. (b) The scattered spectrum at z = 400 μm, where the electron density is
8.09 × 1020 cm−3, the electron temperature is 886 eV, and the ion temperature is 784 eV. The corresponding positions of ωi − 5ωia/2 and ωi + 5ωia/2 are labeled by arrows.
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FIG. 4. The chi-square values (a) χ2
1 + χ2

2 , (b) (χ1 + χ2)
2, and (c) χ1χ2 vs the first

two arguments in the fitting of the synthetic spectra show that the smaller the value,
the less deviation there is between the spectra and the fitting data. The values are
normalized from the minimum.

χ2 depends on the plasma parameters and their spatial distribu-
tions. The smaller the value, the less deviation there is between the
experiment result and the fitting data. The set of arguments that
minimizes χ2 is selected as the final result. Therefore, ne(z) is deter-
mined, and other plasma parameters are also obtained in the process
of fitting.

B. Numerical validation
We perform a numerical experiment to validate our method.

With the radiation-hydrodynamic simulation code FLASH,28 we
simulate laser ablation processes relevant to the actual experiment29

and generate a synthetic iTS graph of IAW. A probe beam at a

FIG. 5. The comparison of the three forms of χ2 in terms of (a) diagnostic results
and (b) fitting uncertainty of electron density.

wavelength of 263 nm (4ω) with an energy of 60 J is used for Thom-
son scattering. The probe beam has a 100 μm focal diameter and a
pulse length of 3.5 ns. Four 1500 J heater beams at 351 nm (4ω)
irradiate a spherical crown plastic target uniformly for 2.5 ns while
the probe beam enters along the normal direction of the target, as
shown in Fig. 1(a). The wave vectors of incident light, scattered
light, and ion acoustic waves are illustrated in Fig. 1(b). A typical
synthetic iTS graph is shown in Fig. 3(a), where the coordinate z
denotes the distance from the target surface. A spectral resolution
of 0.7 Å and a spatial resolution of 90 μm are convolved, and a
white noise with a standard deviation of 20% is added to the spec-
tra via the Monte Carlo method. We treat the artificial data as an
experimental result.

We assume that the electron density obeys a double exponential
distribution along the z axis,24

ne(z) = ne0[Ae−z/L1 + (1 − A)e−z/L2], (10)

where z is the distance from the target, and ne0, L1, L2, and A are
four adjustable arguments to be determined. The rationality of the
assumption will be proven by the fitting result. We analyze the iTS
graph according to the method described in Sec. II A. The collision-
less and quasi-thermal equilibrium dynamic form factor of Eq. (2)
is adopted for the sake of simplification, which may not be proper
in a real experiment. In order to reduce the potential error caused by
absorption, the spatial range where intense absorption could occur is
avoided in the fitting. Following the method mentioned in Sec. II A,
we fit both the IAW spectra and the intensity distribution using
the presupposed electron density and obtain χ1 and χ2. To find an
appropriate way to combine χ1 and χ2, we have compared three
homogeneous functional forms of χ2: χ2

1 + χ2
2 , (χ1 + χ2)2, and χ1χ2.

Figures 4(a)–4(c) show the dependence of χ2 values on the two fitting
parameters. We take two times the minimum χ2 as a boundary, and
the value ranges of the electron density corresponding to the four fit-
ting arguments within the boundary are taken as fitting uncertainty.
As seen in the figure, although the definition of χ is different, the
convergence region is similar. The fitting results with different defi-
nitions of χ are almost the same [see Fig. 5(a)]. However, the fitting
uncertainties are notably different from each other [see Fig. 5(b)].
Therefore, we finally take χ1χ2 as a key evaluation factor because it
turns out to have the fastest convergence rate. Figure 6 illustrates the
entire fitting process.

Besides electron density, other plasma parameters are also cal-
culated in the process of fitting the IAW spectra. The comparisons
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FIG. 6. The flow chart of the complete fitting process.

between the inferred results and the simulation values are shown in
Figs. 7(a)–7(c). As seen in this figure, the inferred plasma parameters
are in excellent agreement with the results from hydro simulations,
which reveals that the model of Eq. (10) is reasonable. Figure 7(d)
shows the scattering parameter α calculated with the plasma para-
meters of the simulation. Notice that the fitting uncertainty of Te
is smaller when α is larger and becomes greater with the decrease
of α, although the uncertainty of ne is smaller. For example, com-
paring the fitting results at z = 300 and 700 μm, the uncertainty of
ne varies from 22 to 15%, while that of Te varies from 1.1 to 2.3%.
As revealed in the introduction, when the scattering parameter α is
much larger than 1, the separation of two resonance peaks in the
IAW spectrum is almost only dependent on temperature, and as α
decreases, the influence of ne gradually becomes significant. If we
just fit the IAW spectra at each spatial point, the precision will be
very poor, as shown in Figs. 7(a)–7(c). The error bars of dot-fitting
are calculated in a similar way, where χ2 is treated as a function of
ne, Te, and Ti at each spatial point. The numerical experiment indi-
cates that our algorithm can be applied to laser-plasma diagnostics
and improve both precision and uncertainty with the IAW com-
ponent of iTS. Because we are dealing with solid targets, we take
the double-exponential function as the prior electron density dis-
tribution. We believe that in other cases, as long as the appropriate
density distribution form is selected, the diagnostic accuracy can also
be improved.

Figures 7(b) and 7(c) show that the fitting uncertainties
of electron and ion temperatures are surprisingly low, which
may be attributed to our using exactly the same Thomson
scattering model in both generating and analyzing the spec-
tra. There are several factors that might distort the signal in
real experiments:

(1) The effect of non-Maxwellian distribution and collision.
It is worth pointing out that the scattering model we
use is collisionless and quasi-thermal equilibrium. When

the heating beams keep irradiating, the TS spectra near
the target exhibit abnormal shapes. With strong inverse
bremsstrahlung heating and thermal conduction, the elec-
tron distribution function may significantly deviate from
quasi-thermal equilibrium,30 rendering our Thomson scat-
tering model unsuitable.31,32 Recently, many theoretical33,34

and experimental35 works about the collective Thomson scat-
tering of non-equilibrium plasma have been carried out. It is
necessary to modify the model when diagnosing plasmas in
regions with large gradients.

(2) The effect of absorption. The absorption effect will influence
the intensity distribution. Although we take the absorption
of incident light into account in Eq. (4), the absorption rate
of the scattered light when it leaves plasma is unknown
because we do not diagnose the lateral distribution of the
plasma parameters. Under ideal circumstances, we can use
Gaussian density and constant temperature to estimate the
lateral properties. However, in more general cases, we recom-
mend lowering the absorption rate with a higher-frequency
probe and analyzing areas where the absorption is not
obvious.

(3) Errors in signal acquisition. Noises can introduce errors
in the calculation of the scattered intensity. The uniform
background (like bremsstrahlung) can be easily figured
out from the area without signal, so what is important is
to shield irrelevant signals like stray lights in the optical
path.

Here we choose the double-exponential function as the expres-
sion for ne(z) because predecessors’ research shows that this func-
tion can well describe ne(z) in the condition of a spherical crown
target. Figure 8 shows the fitting result of ne(z) under different
assumptive expressions, including exponential, double-exponential,
and triple-exponential (adding one more exponential term). The
result of the exponential distribution indicates that an improper
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FIG. 7. The (a) electron density, (b) electron temperature, and (c) ion temperature
calculated via our statistical fitting method (blue lines) and fitting at each space
point (green dots) are compared to the original simulation results. We also present
(d) the spatial distribution of the scattering parameter α as a reference for the fitting
uncertainty.

FIG. 8. The diagnostic results of different pre-determined analytical expres-
sions of ne(z), including exponential (green), double-exponential (red), and
triple-exponential (blue) functions.

assumption will lead to a large deviation. We believe that our anal-
ysis method can be applied to other configurations as long as the
appropriate forms of ne(z) are selected. If a diagnosis under some
new configuration is needed and the form of ne(z) is unknown,
we think asymptotic approximation by a system of functions is
feasible. The fitting results as well as the convergent χ2 values of
double-exponential and triple-exponential distributions are similar,
as shown in Fig. 8, indicating that the first few terms are sufficient
to describe ne for a suitable function system. The selection of the
system of functions can be roughly judged from the integral scatter-
ing intensity distribution curve because it is strongly dependent on
ne(z). Besides, radiation-hydrodynamic simulation also has guiding
significance.

III. CONCLUSION
Based on the imaging Thomson scattering (iTS) technique, we

develop a novel data processing algorithm. Taking into account
the spatial distribution information of the scattered light intensity,
we propose a solution to the quest for electron density diagnos-
tics with only an imaged IAW scattered component. The algorithm
is validated by fitting synthetic Thomson scattering data generated
from radiation hydrodynamic simulations. The fitting uncertainty
of electron density is around 20%, and that of electron tempera-
ture is within 3%. Compared with the method of fitting IAW spectra
point by point, the novel algorithm can be applied to infer plasma
parameters with much lower uncertainties and, therefore, should be
useful to analyze iTS results to accurately and reliably obtain the
spatial distributions of plasma parameters.
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